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ABSTRACT 
 
This paper was devoted to taking into account the influence of uncertainty in the kinetic parameters on the 
solution of direct problems. A computational algorithm for obtaining interval estimates of direct modeling, 
based on a two-sided uncertainty method, was constructed. A computational experiment was performed 
using the example of a reaction for obtaining phthalic anhydride by constructing two-sided estimates of 
solutions in differential equations including interval parameters. 
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INTRODUCTION 
A direct problem of chemical kinetics is the 
calculation of the composition of a 
multicomponent reacting mixture and the 
reaction rate on the basis of a mathematical 
model with known parameters, such as the rate 
constants and the activation energy of the 
reaction. As a rule, the kinetic parameters are in 
a range of possible values, since they are 
determined on the basis of the obtained set of 
experimental data, which is inherent in a certain 
inaccuracy. However, when modeling chemical 
reactions, it is customary to use average values 
of kinetic constants, which does not guarantee 
the mode of functioning that occurs during 
operation. Thus, when solving the direct 
problem of chemical kinetics, there is a need to 
apply methods of interval analysis [1]. 
By now, techniques for interval computations, 
packages of applied programs and algorithmic 
macro languages have been developed that 
implement elements of interval analysis. At the 
heart of such approaches and programs is the 
replacement of arithmetic operations and real 
functions over real numbers by intervening 
operations and functions over interval numbers. 
In packages of applied programs in which 
interval calculations are realized, it is possible to 
carry Matlab, Maple, Scilab, etc. [2]. The main 

 
 
 
 
 
lack of these packages is that there is no 
possibility of changing the program code, the 
need for which can arise during the simulation 
of real chemical processes. 
 

MATERIALS AND METHODS 
The mathematical model of a chemical process is 
a system of ordinary nonlinear differential 
equations: 

),,,( kxtfx ii =′  [ ]Tt ;0∈                    (1) 

with initial conditions at :0=t  

( ) ,1,0 0 nixx ii ==                                (2) 
where [ ]Tt ;0∈  – the reaction time,  x  – the 
concentration vector of the components, n – the 
number of reagents,  k  – the vector of kinetic 
constants of the reaction rates of dimension. 
The system (1)-(2) represents Cauch problem 
for the systems of the ordinary differential 
equations which can be solved, for example, by 
an explicit or implicit method of Runge-Kutta of 
the 4th order of accuracy [3]. Time kinetic 
constants in the researched processes can be 
presented in the form of intervals:  

( ) ,,,1 k∈= T
mkkk  ,                         (3) 
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where 

[ ] { }jjjjjjj kkkRkkkk ≤≤∈== , , 

,,,1 mj =  – interval is estimated with a 
dispersion in limits of some percentages of 
rather known mean value, 

 jk  – lower bound of 

an interval,  jk  – upper interval boundaries. 
Then Runge-Kutta's method as a method for the 
decision of tasks in direct simulations is not 
suitable, so the method was not adapted to 
operation with intervals. 
In the conditions of (3), we would look for the 
solution of system (1)-(2) in a look 

( ) x∈= T
nxxx ,,1  , 

where 
[ ] { }iiiiiii xxxRxxxx ≤≤∈== , ,  

,,,1 ni = , ix – lower and ix  – upper 
boundaries of the appropriate interval. 
For the solution of an objective (1)-(3), a two-
sided  method will be used [4], and an objective 
algorithm in an interval look will be constructed. 
 
The main idea of a two-sided method consisted 
in the analysis of private derivative right parts of 
differential equations on a monotonicity in 
parameters jk  and ix .  

For this purpose in operation [5] support 
material functions 

( ),,,,,,, 11 nn
l vvuutQ   2,1=l , are 

entered into reviewing ,uu ≤  vv ≤  that are 
satisfied in case of conditions: 

[ ] ),,,(),,( vutQvutQ iul
i

l
i ≤  

,2,1=l ni 1= , 

where [ ] ),,,,,,( 111 niii
v uuvuuu i  +−= . 

At the same time for functions of the right parts 
of system (1), inequalities were executed:  

( ) ).,,(,,),,( 21 xxtQkxtfxxtQ iii <<  
We supposed that the vector function 

nRxx ∈,  satisfied to the following ratios: 

.)0(
,)0(

),,,(
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0

0
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Then any decision x  of the problem (1)-(2) 
with an initial condition 00 )0( xxx ≤≤   
satisfied the estimates: 

tt xtxx ≤≤ )( . 
It was marked that at the same time the 
following conditions were satisfied: 

).,,(sup),,(

),,,(inf),,(
2

1

kxtfxxtQ

kxtfxxtQ

≥

≤

 
In quality Q , it was possible to take boundaries 
of the monotonic on switching the interval 
extension of function f  in the right differential 
equations of system (1). Then the system (1) 
could be rewritten as follows: 
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The solution of the constructed system generally 
gave wider two-sided decision, than optimum. In 
case of execution, the following conditions were 
described in operation [6]: 

,,,2,1,,,0 njiji
x
f

j

i =≠≥
∂
∂                      (4) 

xkk ∈∀∈∀≠=
∂
∂ xkwidjconst
k
fsign j

j

i ,,0)(:,    (5) 

the system (1)-(2) can be presented in the 
following form 

.)0(
,)0(

),,,(

),,,(

0

0

2

1

xx
xx

kxtfx

kxtfx

=
=

=′

=′

                                   (6) 

where ∈21,kk k, )( jwid k – width of interval 

value. In this case xx,  were some private 
solutions of the initial system and, therefore, 
they were optimum. 
 

RESULTS 
The constructed algorithm was applied to carry 
out a computing experiment of response in 
receiving phthalic anhydride:  
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The diagram of response could be presented in 
the following form: 

1A → 2A , 

2A → 4A , 1A → 3A , 1A → 4A , 2A → 3A , 3A
5A .                                          (7) 

where iA  – substances,  5,1=i  (1 – 
naphthalene, 2 – naphthoquinone, 3 – phthalic 
anhydride, 4 – carbon dioxide, 5 – maleic 
anhydride) [7].  
According to the diagram (7), the system of the 
differential equations describing kinetics of this 
response was written as follows:  

,
,

,
,
,

365

14224

3625133

2512112

1413111

xkx
xkxkx

xkxkxkx
xkxkxkx
xkxkxkx

=′
+=′

−+=′
−−=′
−−−=′

                (8) 

where ix  – concentration of the i-th substance 

( )5,1=i  (molar shares), 
 jk  – rate constant of 

the j-th reaction ( )6,1=j  was calculated 
according to Arrhenius's equation. 
As initial concentration of substances, 
degenerate intervals were accepted, i.e. the 
discrete values of initial concentration were 
provided through intervals which width was 
equal to zero:  
( ) [ ] ( ) [ ] .5,2,0;00,1;101 === ixx i       (9) 

The response course time in the interval form 
was also presented: 

[ ]5.0;0∈t .                                                 (10) 

In article [8], kinetic constants of response of 
receiving phthalic anhydride were found by 
solving the reverse problem. The constants at a 
temperature of T=620K took the following form:  

.037.0,797.2,497.0,847.1,637.0,292.3 654321 ====== kkkkkk
For the decision of the direct kinetic problem, 
the constants were provided as interval 
estimates with a dispersion within 3% of the 
mean values calculated by Arrhenius's formula 
to within 10-5: 

[ ]39076.3;19324.31 =k ,

[ ]65611.0;61789.02 =k ,

[ ]89523.1;78577.13 =k ,

[ ]51191.0;48209.04 =k ,

[ ],88091.2;71309.25 =k
[ ].03811.0;03589.06 =k  

In case of creation of the decision, it was 
possible to be convinced by a two-sided method 
that private derivatives of functions of system 
(7) meet conditions (4) and do not meet 
conditions (5). Therefore, the decision of the 
problem can be received by the serial solution of 
independent subproblems: 
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With initial data corresponded to the 
boundaries of initial interval concentration. The 
creation of subsystems was carried out on the 
basis of the analysis of characters of a 
monotonicity (an isotone property and an 
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antitone property) of [5] right parts of 
differential equations of the system in the 
kinetic parameters entering their record (table 
1). 
 
 

Table 1. Execution of conditions of a 
monotonicity in parameters in case of the 

decision for the direct problem by a two-sided 
method for response of receiving phthalic 

anhydride 

f
 

Parameters in which 
the condition isotone 
property is satisfied 

Parameters in 
which the 
condition 

antitone property 
is satisfied 

1f
 

2k , 5k , 6k  1k , 3k , 4k  

2f
 

1k , 3k , 4k , 6k  2k , 5k  

3f
 1k , 2k , 3k , 4k , 5k  6k  

4f
 

1k , 2k , 3k , 4k , 

5k , 6k  
- 

5f
 

1k , 2k , 3k , 4k , 

5k , 6k  
- 

 
To solve the subsystems obtained, we could use 
the fourth-order Runge-Kutta algorithm, since 
the subsystems (11) are a system with real 
values of the kinetic constants.  
A graphical two-sided solution of the direct 
problem for the reaction for the production of 
phthalic anhydride is presented in Fig. 1 (solid 
bold line - solution with mean values of 
parameters, solid lines - solution obtained by 
two-sided method). 
 

 
a) naphthoquinone 

 
c) carbon dioxide 

 

 
d) maleic anhydride 

 
Figure 1. Two-sided constraints of the solutions 

of the direct problem 
for the reaction for the production of phthalic 

anhydride 
 
In finite time point in case t = 0.5 hours, a 
variation of kinetic constants of speeds within 
3% of mean values resulted in values of 
concentration of the substances lying within 
mean relative error from the decision 
corresponding to mean values of constants of 
speeds:  δ(A1) = 11.01%, δ(A2) = 11.4%, δ(A3) = 
8.16%, δ(A4) = 8.07%, δ(A5) = 9.93%. The 
received kinetic curve changed the 
concentration of substances as a result of the 
decision for the direct kinetic problem belonging 
to a set of the decisions which were boundaries 
of this two-sided decision.  
 

CONCLUSION 
Thus, in operation, the search algorithm of the 
interval solution for a straight line of the kinetic 
problem which allows defining a confidential 
interval of change in the concentrations 
participating in response of the substances in 
the conditions of the given error of starting 
values of kinetic parameters was constructed.  
 
 
 
 



Svetlana Mustafina et al                                        Entomol. Appl. Sci. Lett., 2018, 5 (1):59-63 
 
 

63 

ACKNOWLEDGEMENTS 
The research was executed with financial 
support of the Russian Federal Property Fund 
within the scientific project No. 17-47-020068 
and the project No. 5143 executed by higher 
education institution within the state job of the 
Ministry of Education and Science of the Russian 
Federation. 
 

REFERENCES 
1. Svetlana Mustafina, Entomology And 

Applied Science Letters, 2016, Т.3, №5, 
pp.122-127. 

2. Svetlana Mustafina, Yu.A.Valieva, 
R.S.Davletshin, A.V.Balaev, S.I.Spivak, 
Kinetics and Catalyses, Vol.46, No.5, 2005, 
pp. 705-711 

3. Mustafina S.A., Vaytiev V.A., Stepashina E.V., 
ARPN Journal of Engineering and Applied 
Sciences, 2014, 9(7), pp. 211-217. 

4. D. Sanders, E. Kendrot CUDA by Example: 
An Introduction to General-Purpose GPU 
Programming. - DMK Press, 2011. 

5. The particle swarm algorithm - [electronic 
resource] - Access mode. - URL: http: 
//habrahabr.ru/post/105639/ (date 
accessed 03/02/2015) 

6. Y. Shi, R. Eberhart A modified particle 
swarm optimizer »// The 1998 IEEE 
International Conference on Evolutionary 
Computation Proceedings, 1998. 

7. Weise, T. Global Optimization Algorithms - 
Theory and Application: Ph.D. thesis / 
University of Kassel. 2008. 

8. Ikramov R., Mustafina S., International 
Journal of Applied Engineering Research, 
2014, 9(22), pp 12797-12801. 

 
 


